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Technology innovation -
limited benefits from device scaling

1000 - ‘90s rule of thumb for architects:

| Architecture-level performance improvement:
180 - 20% due to architecture innovation
il - 80% due to device scaling

10 -

/'lgln
al 2.
y Cad
enC e

[Courtesy Wei@Harvard]

1 | LI LI L L 1\112{{[{{{\\\\\\\\\\\\\1\1\\\\1111\{{{{[{\\\\\\\\\\\\\\\\\\\1

KNI\ GRN NN RNV SRR RO\ IR SN 20NN TN N\ BRI SAC IR ST

Street dates for lead generation products - top silicon manufacturing company 1 d O
a h - o e /|

Applications Driving Architectures



Emergence of specialized architectures

+Growing domain offerings I‘ 11 TR ] &
+Great performance/energy boosts — [E = |
- 1 app — 1 accelerator |_g E
- Ad-hoc interfaces ﬁ?ﬁwé?;% ______
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2019 - Sylvester et al.
22nm low-power DNN




Brooks, Wei— EdgeBERT transformer-based NLP
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Applications Driving Architectures
(ADA) Research Center

5-year endeavor: 2018-2022
21 faculty members, 130 graduate students

Co-sponsored by ﬁ%nd DPA

JUMP
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...... DEVICES

GOAL: reignite computing system
innovation for the 2030-2040 decade through:
- sustained scalability and

- sustained value creation Oda
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Managing design under vast heterogeneity

1. [ENABLE MORE IDEAS TO TRANSFORM INTO NEW DESIGNS]
Lower expertise required to design hardware systems

— reignite innovation

2. [BOOST OPTIMIZATION OPPORTUNITIES]
Blur hardware abstraction layers and cross-optimize

3. [IMPROVE SILICON USE EFFICIENCY]
Need flexible fabric for specialized accelerator synthesis

— lower carbon emissions associated with computing

ada
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solution 1: Lower expertise needed
to design hardware systems

« Domain-specific languages (DSL) boost programmer’s productivity
« DSLs are approachable by a broad population of software engineers

- High-level compilers today are unable to leverage specialized
accelerator hardware (APIs are the practice)

How does ADA approach this goal?

« Enabling compilation flows from DSLs to accelerator-rich
heterogeneous architectures (3LA)

‘ada
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Innovation is powered by people

University of Michigan — selected EECS course enroliments

. | EECS312 — elective — digital integrated circuits
B EECS270 - required — intro logic design
| EECS445 — elective — intro machine learning
2000 .| EECS281 — required — digital structures and alg
1500
1000
500

0 - _% - 9= @ 2922200 9= S B i Ean B _7_77,,,_7: B o W . F . W
2006 2007 2008 2009 2010 2011 2012 2013 2014 2015 2016 2017 2018 2019 2020 2021 2022

O
Q
O

Applications Driving Architectures



ADA today - design flows for the 2030s

{ DNNs ] [ Privacy]
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Mapping DSLs to accelerators: 3LA

SOFTWARE PRIMITIVES HARDWARE FUNCTIONS
Applications provided in Relay IRModule Relay-to-HW program Executable/runtime Heterogeneous
different DSLs (computation graph) fragments mapping leveraging HWs hardware backends
Tensorflow R
stvm . . PLN FlexNLP func A: 5 CPU instructions %
® © <4=Pp |instr. 1 (STR r2, oxffffeeee) CMp re, ri 3
Pytorch @ \o’/ instr. 2 (LDR r3, oxffffee1e) SUBGT re, ro, ri =
N ( BNE loop -5
( ) 5 ; Access accel 1 (MMIO) Q
e’ ‘e g8 . [ESEEE . STR p2, OxFFFFE00Q s
ras L & % |instr. 3 (SR r2, oxffffaaee) T ASbhe -
e - instr. 4 (LDR r3, Oxffffaabb) r3, exffffee
K O ; Access accel 2 (MMIO) FlexNLP
- STR  r4, oxffffo1ee >
o LR me £ LR rS, exFFf110 3
ONNX ( ) =P | instr. 5 (STR r4, Oxffffo100) e sl HLSCNN =3
® instr. 6 (LDR r5, exffffe110) s Sllssastathe =
MOV r35 r2 e
EUBGT ;E, re, ri NVDLA 3
( ™\ (=)
End-to-end compilation steps: ‘_ _, 5
e — |LAA] VTA °
Ly IdKe Relady ds tne representdation
2. Define Relay & HW ILA formal models -
3. Provide Relay-to-HW program fragment Translate ILA program fragments into:
mappings for each accelerator/functionality * SystemC modules for simulation validation
4. Verify the correctness of the program fragment *  SMT formulas for formal verification \| \
pairs via ILA-based methodology
5. Pattern matching and code-gen. /|

N / [Malik, Tatlock, Wei] Applications Driving Architectures




Enabling agile research:

|
Test chip frameworks SoC Scaffold Framework
Cortex-MO0 Subsystem Accelerator Subsystem
Understand Design Interface 0sC —
Appllcgtlon Architecture Write RTL Tapeout Chip _;P_\ppllcatlon USB
I\ Domain oAcceIeratorJ sean |
GPIO 1 !
£ !
s
) RTC —bg—
USB <X B Y e
M-Class SoCs A-Class SoCs
BaseJump BaseJump BaseJump BaseJump
Custom Accelerator Custom Accelerator Custom Accelerator Custom Linux SoC Scaffold |ibrar and exam |e to
Package Socket Motherboard & Firmware PCle Drivers y p

Allow new accelerator chips to be rapidly deployed ?'T\?(Illfz Sfoct)oigls'cghne'g;:?rat'on
into a platform without having to design custom P _ o
systems that support them -- includes  Fully-synthesize-able, all-digital DDR1

. : ) PHY and memory controller
Logical and physical socket * Programmable DMA controller

* 1/O links and networks « SoC examples to highlight HLS flo

» Accelerator motherboard e.g., FlexASR 0 0
[Brooks, Taylor, Wei] 11 4
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solution 2: blur hardware abstractions layers,
cross-optimize

Why: it provides many additional optimization opportunities, which
have traditionally been overlooked

How does ADA approach this?

1. Explore cross-optimization while compiling in
end-to-end design flows (PriMax)

2. Design exploration tools that allow computer architects to explore
device parameters (NVMexplorer)

~Qda
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PRIMAX: selective primitive mapping

Prim0O()

DSL apps

Prim1()

Priin2()
Prim3()

Mapping DSL
primitives —
accelerator
functions leads to
mixed performance
results

PRIMAX identifies
when the mapping
is beneficial and
applies it
selectively

—— 1 ldentify Target

Mapped
primitives

Hardware

costly primitives functions

ops
rimoO() uncX()
. P0,Ctx1—-FX() FuncW Hardware |
Prim1() unc'¥() Accelerator
Prim2() | = |5, s FuncQ() '
P2,Ctx3—FQ
Evaluate mapped primitives performance
Breadth-First Search Case study-
runc updateEdge(src : Vertex, dst : Vertex) -> output : boo. A -
:n;utpzz = C:g(éparent‘fds:], -:,tsrc\)f; R e el DSL Accel Geomean Speedups
fu;it;u:iit:;( ";[:l]er'::x?li olitput : bool Graph It N OM EGA PI’IMaX 1 .57X
end .
- ™ GraphPull Optimal: Both Targets ~ 1.58x
% Decl n active set and make Vert @ the starting point .
:::j3:?;;2V;r::;::>;?et{vertex} = new vertexset{Vertex}(8); Optl mal: OM EGA Only 1 .45X
parent[@] = ©; .
T E——— [“z:t:532':3525?;:::&;;:::7?.3?2;3?"“’ e 1] Optimal: GraphPull Only 1.17x
while (act%ve.Ee;\le::exiz;s:::i\)’e!= e) end
En:sw e - = ::upliﬁndifi;d(UPdateEdge, parent); parent[dst] : irregular access = map to SPM ‘ ‘
nd CAS : atomic on SPM data = map to PISC
C:ig:}-;accn?gAppin?r‘al . 'zatiuﬂ(:sl“, dy al:?: tex-parallel”); J
| e s e | [Bertacco] 13
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Design exploration tools: NVMEXxplorer

MemCellType M Opt. PCM M Ref. (SRAM)
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solution 3: Flexible fabrics for
accelerator synthesis

e It is impractical to produce chips with hundreds of accelerator types

« Many computing systems must be capable of running a wide range of
applications

Must fit many different accelerators in a small silicon footprint

~Qda

Applications Driving Architectures



ADA: designing for reconfigurable hardware

» [Kasikci] SignalCat & LossCheck — debugging support for FPGA designs
Monitor signals over time, identify data losses in datapaths

Dahlia  PyMTL3

» [Tatlock] Lakeroad - ISA synthesis for FPGAs
make FPGA-synthesis similar to software compilation,
to improve compiler predictability ml\oral V/erllag/
\ 4

intermediate
representation

A4

¢

FPGA-level
structural Verilog

‘ada
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summary:

[ENABLE MORE IDEAS TO TRANSFORM INTO NEW DESIGNS]
Lower expertise required to design hardware systems

— reignite innovation

[BOOST OPTIMIZATION OPPORTUNITIES]
Blur hardware abstraction layers and cross-optimize

[BETTER SILICON EFFICIENCY]
Need flexible fabric for specialized accelerator synthesis

— |lower carbon emissions associated with computing

~Qda
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CRISP

Center for Res n Intelligent
Storage dP ngy
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Intelligent Memory and Storage

Kevin Skadron
Director, CRISP Center
Dept. of Computer Science
University of Virginia



New Trajectories for Memory and Storage

[From Decadal Plan for Semiconductors presentation by Sean Eilert, Micron]

Banchaidth

specific datacenter applications

1TH/a

10DGHE

TGRS

Heterogeneous Bandwidth for GPU

Cﬂfﬂpuﬁng Brfngs New & Al accelerators in
Memory Requirements

Mobile applications

Bandwidth and Persistence & low
capacity for domain power for edge

C A

f0ns

™) Near-data computing

||||||

3D integration & Low
temperature memory
processes enable

opportunity - improved logic

e

100ns B
Latency

Reduced data
movement enables
Bandwidth & Energy
improvement

Energy-efficient near-
data computing

.. . But adoption is
limited by ease of
programming




Why Intelligent Memory and Storage?

|”

“Memory wall” has been discussed for nearly 30 years
e But caches, interfaces etc. can no longer hide this wall
* Big data, irregular access patterns, poor reuse
* High energy costs to move large volumes of data
* More algorithms that are data-intensive (ie, low ops/byte)

 More and more tasks are stalled on memory/storage access
Tail latencies also getting worse

Memory and storage have much higher internal bandwidth than they
can transmit

The closer computation is to the data, the lower the power

¥ CRISP



Design Questions l‘

(- -walkert - [l ==
[e={le={]- -Walker2- - [Je{Je={J=)
[ <= ]- -Walker3- - [ < }<o <=

s
GDL

Where to put the intelligence? Huge design space!
* In the bitcells? At the chip interface? In the controller? Etc.
* As we move further away from the bitcells, we lose bandwidth but

Subarray 2

AddressLess Procesing Unit (ALPU)

also reduce design and area overhead | D%DDD:VV\\Z::::;:HEHzEz
* CRISP identified several candidate designs at different [0 -Walkers- - [] |
performance/complexity design points e
How to orchestrate placement of data and compute? Fnatg':
e “Near data computing” is hard in heterogeneous/distributed systems face
if inputs are in different places Fulcrum,
e Important to look at workflows, not just kernels HPCA 2020

For memory, do we want
* Memory that can accelerate some computations?
e Accelerators that happen to use memory technology?

For storage, do we still need overheads of a block-based interface?
What does it take for emerging device technologies to find a market?
Making the programmer’s life easy is essential, or nobody will use it

e High-level, portable abstractions E C R I S P



CONIX conix.io

RESEARCH CENTER X

CONIX Perspective on Advances and
Challenges in Semiconductor Design

Computing on Network Infrastructure
for Pervasive Perception, Cognition,
and Action

Anthony Rowe
Carnegie Mellon University
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CONIX

conix.io

CONIX: A Distributed Compute Paradigm Shift

Oo=xT O

Data Management, Machine Learning, Resource Management

= E
Network E

Latency? @ Dynamics?

TR

Current Distributed Systems

\ﬁ\ ___

Communications, Edge Compute, Sensors, Actuators, Wearables

Next Generation Systems



CONIX

conix.io

Simply bringing cloud(-native) to the edge won’t cut it...

Cloud Native Applications

*oe 4
ces ‘!,0

microservices self-service API-driven time-to-market

Cl/CD
@ i @

automation integration deployment monitoring logging

Containers

W 4

packaging portable lightweight immutable

Container Orchestration

L CI

resilience scaling availability RBAC

Cloud Native Infrastructure

£ 8 L B & ™

compute storage network security mgmt. performance

=)

Build

. Ship

WEBASSEMBLY

186 10 52



CONIX conix.io

Our benchmarks need to evolve...

#PGA board -

e 1520 3
METERS STRICTLY ENFORCED MONDAY - SATURDAY

t s O %ﬂ’%‘.‘.‘.{f-"::: 9.“#::, 022,
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CONIX conix.io

Hardware design cycles are still too slow...




CONIX conix.io

PARTNER INSTITUTIONS
o Carnegie Mellon University (headquarters)
o University of California, Berkeley

e University of California, Los Angeles

° University of California, San Diego

o University of Southern California

e University of Washington e
BUGGIES,

BOOTHS

AND

(6]
e @

¥

Computing on Network Infrastructure ; lcron Raytheon ﬂ ARM PEREORMMANTE
CONIX for Py Pereention Cognition - intel. 441 T RASTERISS
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Collaboration towards Decadal Plan
Goals: Advances and Challenges In
Semiconductor Design
Panel

Ada Gavrilovska
School of Computer Science, Georgia Tech
Applications Driving Architectures Center (ADA)
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Growth In data movement demand

e Increase In traffic volume, number of devices, wireless

254
201
156

10% CAGR
2017-2022 -

25

(@]

2017 2018

Source: Cisco Virtual Network Index

20
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. 5
Devices
1
. 5
devices O

2019 2020 2021 2022
26% CAGR
2017-2022

Exabytes
per Month

wireless
bandwidth

26% CAGR
2017-2022
Other (1.6%,2.6%)
m Tablets (3%,3%)

mPCs (8%,4%)
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Growth In data movement demand

 New bandwidth-intensive and latency-sensitive workloads

SMART CITY

EHH ™
e |
— r.rn: 3 —
1y, bemen

high definition video AR/VR SmartCity, automation

Qda
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Growth In data movement demand

e New b

ant demand for bandwidth and vi

Near Term

500

Future

Application requirements in Mbps

LD L] Wil II&INYIL

an

4

WV I NWA

width-intensive and latency-sensitive workl

] 2
r
]
UHD Cameras (Security)
Near Term
UHD Streaming 19% CAGR
VR Streaming 2018-2023
Self Driving Vehicle 30%
Diagnostics Fast growth zone
Cloud Garming 5 i — Billions of
-19 apps
UHD IP Video 2 M2M
: c ti
8K Wall TV 3 onnections
2
HD VR £
H
UHD VR a‘f’ 20%
E Remote working apps
5 ./
o
2
E
Source: Cisco Annual 2 15%
£
% Social shared experience apps E-learning apps
s
o Remote health consultation uppx /
o
g‘ 10% Dating abps \ Wellness apps
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3 \
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2 5% : Quiz/puzzle apps News apps
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oads

SMART CITY

A,

Global M2M connections/loT growth by vertical
By 2023, connected home largest, connected car fastest growth

Figure 5. Global M2M connectioi qﬂa\{ylh by indEslries;

2018 2020 2021 2022 2023

2019

s Connected Health (19% CAGR)
«Mfg and Supply Chain (8% CAGR)
=Other (27% CAGR)

Connected Home (20% CAGR)
= Connected Cities (26% CAGR)
=Retail (11% CAGR)

sConnected Work (15% CAGR)
Connected Car (30% CAGR)
=Energy (24% CAGR)

Source: Cisco Annual Internet Report, 2018-
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What does this mean?

e Past and recent datapoints:
« 70 TWh to run the Internet, LBNL, 06/2016

e 50 TWh to run China’s mobile network,
Huawel, 07/2020

o Updated traffic predictions — no
slowdown!

e EB/month cost?

« wide range based on factors: technology,
distance, system scope, ... *

« 1.8 TWh /EB

e« => 1.2 million tons of CO2 (EPA calculator) N \
e per EB O d O

* https://www.wholegraindigital.com/blog/website-energy-consumption/
Applications Driving Architectures

Figure 8: Mobile data and FWA traffic

300 B FWA traffic

¥ Mobile data traffic

N
(]
o

Traffic (EB/m)
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0
2019 2020 2021 2022 2023 2024 2025 2026

Ericsson Mobility Report (11/2020)



https://www.wholegraindigital.com/blog/website-energy-consumption/

What does this mean?

The sum of the greenhouse gas emissions you entered above is of Carbon Dioxide Equivak

Greenhouse gas emissions from

277,424 3,205,906,725

Passenger —
vehicles “’"‘h

driven for
one year

CO2 emissions from

143,538,704
= gallons of f
gasoline 0=
consumed

155,170,821,5¢

number of
smartphones
.=

charged

Greenhouse gas emissions avoided by
433,887

Tans of

@,Dq waste -D;..(:_“H

o
recycled

instead of
landfilled
Carbon sequestered by

21,092,787

w7, tree
w‘.’f seedlings _a,._ﬁ
{ grown for

10 years

125,307,314

Miles
driven by
an average
passenger
vehicle

1,409,931,078

gallons of : Pounds of

diesel _ol._ﬂ coal
consumed ¥ burned

61,984 54,277,338
Garbage trash bags
trucks of g of waste
waste recycled
recycled instead of
instead of landfilled
landfilled
1,562,871 8,721
acres of acres of U.S,
u.s. forests
forests in preserved
one year from

conversion
to croptand
in one year

it to:

16,887

tanker

"’"'m trucks'

worth of
gasoline

265

Wind
turbines

running for

a year

=)

1,275,628 Metric Ton: &

153,615 231,709 7,036 2,953,350 52,147,322 0.322
homes' homes' 2 rallcars' —— barrels of propane coal-fired
ENErgy USe L.om- electricity _m._- worth of -0 n oil Ol cylinders  _gp- d power -
for one use for one e — consumed used for plants in
year year burned home one year

barbeques

Impact of EB of mobile data @1.8 TWh/EB

48,347,610

Incandescent
lamps
switched to

= 2030 forecast:
200-300/month => ~ 3000 EB/year

wuJQ
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Edge Computing and NextG Networking
Opportunities

 New technologies => Energy efficiency in the data path
e 5+G/6+WIFI/..., software functions/network server, ...

 Edge computing => Reduce/remove data movement

e Enabler for new applications
« Aligned with UN SDG, Exponential Energy Roadmap

Time-critical use cases common across multiple industries

QOpen or closed-loop

control of industrial
automation systems.

Remote control

Human control of
remote devices

Real-time media

and

Industrial control

Machine vision ocal area

for robotics

Control to control
in production line
PLC to robot controller

Closed-loop
process control

Process 3
meonitoring Motion control

Smart grid control Industries

Automated container Cooperative maneuvering Cloud motion i Entertainment

transport in port of vehicles control of AGVs | § i Automotive
Cooperative AGVs in  Machine vision for  Collaborative Transportation
aproduction line  intersection safety  mobile robots i Health care
: Education
i Media production
Remote control with Remote control with Remote control with Forestry
video/audio AR overlay haptic feedback : Public safety
i Utilities
i Oil & gas
. Premium experience Cloud-rendered : Railways
C\o;;is-::s.:;ted cloud-assisted AR Interactive VR i Agriculture
‘ cloud gaming i Manufacturing
Zkud caned Media production Wate housing
i Mining
I i Ports

15 of ms latency
99.999% reliability

105 of ms latency i Construction

oot relabilty Time-criticality

Deployment scenarios
H Confined wide area
i General wide area

e GOALS

L\

BUILDINGS

ENERGY SUPPLY INDUSTRY

@
&
@
&
~
#

Annual emissions
3

Annual emissions
3

Annual emissions
3

$
3
3

2025

2030 2020

TOTAL EMISSIONS (Billions of tonnes of CO_e, baseline year 2020)
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Edge Computing and NextG Networking
Challenges

e Growth In demand
 Huawel estimate 5G transition from
50TWh to 100TWh mobile network

* Deployment cost, scale, and
challenges

e O(US$1000) per location
* Densification of infrastructure, urban

/" FCC registered cellular tower
7. locations (Crown Castle, ...)

.| Total 217,346, as of Mar. 2017

deployment, ensuring coverage {100 1000 4683
 New power, thermal, packaging cons{{@éms 222222222222222222222222222222222222222222222222222222222222
for compute/accelerator, memory/st TEE RE Bl T
.. technologies .

. Datacenter native technologies
« Natural cooling? PUE efficiency?

o Sustainability of access

CCCCCCCCCCCCCCCC

Oceania  Europe



End-to-end Benchmarks for Edge Computing

Augmented Reality Virtual Reality Industrial and Autonomous
(AR)

Systems (lloT)  End-to-end system prototyping:
. » client/workload; edge stack + application(s);
cloud backend

 Edge infrastructure stack and services

* resource discovery, orchestration and
Visual Analyti Video 360 © Content Servi allocation

tsual fnalytics v oo + telco/mobile network stacks
= e privacy, based on MPC

Virtual . - : :
3 ‘ B Neltrwlé.?k ' App Service ' Management Function
3 _ o Function : :
. . 1 1 Metrics server
collaborations with UIUC/ILLIXR & other JUMP centers — : ! pmgmetheus pomios server
1 1

] ] 9: cilium Container Network Interface \\> i//
benefits: Flexible deployment models, end-to-end ubemetes Kube-scheduler

Container Orchestration

characterization, support for different application
libraries, accelerators

(=3
( 'l o, b

Applications Driving Architectures




. -‘. :

) "_\_But there are multlple chalfenges ahead

-drvrdual compone ts
9;2'bn____Arm chlps sh| ope
_ _ge-""""":chlp any more

Increasmg complexrty accelerators chlplet,

Increasmg connectlwty more smart thgs

_.'f-_' Increasmg speaallzatlon there is no standa d

- '-';-:_What does aII of th|s mean for hardware securlty’-’ | i
How and where can the academlc communlty make meanmgful contrlbutlon- '
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JUMP and the Decadal Plan: the challenges and opportunities for HW security

Security has become everyone’s responsibility:

e Growing number and diversity of attack surfaces, increasing (potent
global supply chains

|) impact of breaches, complex

The opportunities for academic contributions are therefore huge, e.g.:
e....Security v. energy efficiency \Wiioo A
 Improving memory protection architecture / \1&:\%,;_..
e Confidential compute = still in its infancy E

........
an®

..............
Lan®

...............

e Self-healing components and systems
 Aging, reliability and security

Solutions will require a holistic approach, and therefore collaborati
UMP Centres are ideally placed: scale, convening power, visibitity, reputation

Andrea Kells, Director Research Ecosystem
© 2022 Arm
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